
Abstract

Figure 1: Graphical representation of sources of toxic
proteins in nature and their effect on human health.

Protein toxicity prediction is crucial in computational biology, with significant implications for drug
discovery, safety assessment, and toxicological research. This study introduces Deep TPPred, a novel
hybrid deep learning model that integrates Convolutional Neural Networks (CNN) and Recurrent Neural
Networks (RNN) for accurate protein toxicity prediction. The model effectively combines diverse protein
sequence descriptors to capture complex sequence relationships by leveraging a feature fusion technique.
The methodology involved advanced feature extraction, rigorous training, and performance evaluation
using benchmark datasets. Deep TPPred demonstrates state-of-the-art performance with an accuracy of
0.9983, specificity of 0.9988, sensitivity of 0.9975, and Kappa and MCC values of 0.9963. These results
underscore the proposed model’s robustness, reliability, and generalization capability, surpassing existing
models across all metrics. The study highlights the potential of hybrid deep learning and feature fusion
techniques to significantly enhance protein toxicity prediction, providing valuable insights and tools for
bioinformatics research and applications.
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Problem Statement Objectives

Predicting toxic proteins is difficult due to their
complex structure and the limits of current
models. Many existing methods use limited
features and struggle with imbalanced data,
leading to poor results. Therefore, there's a need
for a better model that uses diverse features and
handles data imbalance to improve prediction
accuracy.

Diverse Feature Extraction: To apply various encoding methods that
capture the biological and chemical properties of protein sequences.
Data Balancing: To use effective techniques that address class
imbalance and ensure fair, accurate predictions.
Feature Fusion: To combine multiple feature sets into a unified
representation for richer and more informative sequence analysis.
Hybrid Deep Learning Model: To develop a hybrid model that
enhances accuracy in protein toxicity prediction over current state-
of-the-art methods.

Methodology

Figure 2: Research methodology and structural architecture used to develop the proposed model

This study used the ToxinPred2 dataset, combining the primary (8,233
toxic and 8,233 non-toxic sequences) and realistic (1,924 toxic and
19,240 non-toxic sequences) datasets into a merged dataset of 10,157
toxic and 27,473 non-toxic sequences. The dataset was split into 70%
for training and 30% for evaluation, with Adaptive Synthetic Sampling
(ADASYN) used to address class imbalance. Five feature extraction
methods (LSA, DDE, PAAC, APAAC, and CKSAAGP) were applied
to capture various protein characteristics, and the features were merged
through feature fusion to build a robust dataset for toxicity prediction.

Figure 3: Structural architecture of the proposed model Deep_TPPred.

Figure 4 : Comparison of the Accuracy and
MCC of the different feature extractors and
applied ML algorithm. (A) and (B) for the 5-fold
CV result. (C) and (D) for the independent test
result.

Figure 5 :Comparison of the Specificity and
Sensitivity of the different feature extractors
and applied ML algorithm. (A) and (B) for the
5-fold CV result. (C) and (D) for the
independent test result.

Figure 7 : Comparison of the Accuracy of
different feature extractors and applied ML
algorithm. (A) for the 5-fold CV result. (B) for
the independent test result.

Figure 6 : ROC curve for different ML
classifiers on merge dataset. (A) shows the
result of a 5-fold CV, and (B) shows the
outcome of the independent test.
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