
Methodology —
This section outlines a genre-aware story genera-

tion pipeline using fine-tuned LLMs, comprising 

five stages:

A. Dataset Preparation

A custom dataset of 200 stories was curated across 

four genres (Horror, Sci-Fi, Comedy, Mystery) due 

to the lack of genre-tagged corpora. Each entry in-

cludes a prompt, genre label, and a story output.

B. Data Preprocessing

Data was cleaned, shuffled, and truncated to fit 

token limits. Formatting was standardized and out-

liers removed to ensure quality inputs.

C. LLM Fine-Tuning

Using PEFT-LoRA, a pretrained LLM was 

fine-tuned on genre-labeled prompts converted into 

instruction format. The model was configured to 

accept genre-aware inputs, optimized with reduced 

training parameters, and uploaded for reproducibil-

ity.

D. Genre Classifier Training

A genre classifier based on xlm-roberta-large was 

trained to evaluate genre fidelity. Prompts and gen-

erated stories were tokenized, encoded, and classi-

fied for training.

E. Model Comparison

The responses of the fine-tuned and pretrained 

models were evaluated both statistically and visu-

ally to assess the improvements achieved through 

fine-tuning.

Fig.  1 .  Overal l  Workflow for  Genre Consis tent  Story Generat ion

Fig.  3 .  Training of  Genre Classif ier  Model

Fig.  4 .  Confusion Matr ix  for  Pretrained and Fine- tuned Models

Abstract —
The increasing demand for genre-specific creative 

writing, particularly in children’s storytelling, has re-

vealed significant limitations in the controllability and 

coherence of large language models (LLMs) during 

story generation. While models such as LLaMA-2 are 

capable of generating fluent narratives, they often fail 

to consistently align them with specific genre prompts, 

reducing their thematic consistency. 

This paper addresses the critical challenge of enhanc-

ing genre fidelity in children’s story generation by pre-

senting a genre-conditioned story generation frame-

work that employs a fine-tuned LLaMA-2 7B model, 

trained on a curated, multi-genre children’s story data-

set. To evaluate the genre alignment, we utilize a Ro-

BERTa-based classifier trained for multi-class genre 

classification across key genres in children’s literature 

such as Horror, Science Fiction,Humor & Comedy, and 

Mystery & Detective. 

Comparative analysis of stories generated by both the 

pretrained and fine-tuned models demonstrates that the 

fine-tuned model significantly improves genre control-

lability, outperforming the pretrained model. By im-

proving genre fidelity, this work enhances the ability of 

LLMs to generate more thematically consistent and en-

gaging children’s stories, supporting the development 

of controlled, genre-aware LLMs for creative writing 

applications.
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Enhancing Genre Fidelity in Children’s Story

Generation via Fine-Tuned LLMs

Introduction —
The advancement of large language models (LLMs) has 

revolutionized natural language generation, especially 

in open-domain storytelling. However, a persistent chal-

lenge remains: directing these models to produce out-

puts that adhere strictly to specific narrative genres. In 

domains like children's education, interactive media, 

and digital literature platforms, maintaining structural 

and thematic genre coherence is not merely stylis-

tic—it's essential for cognitive engagement and peda-

gogical alignment.

Existing pretrained models such as LLaMA-2, though 

powerful, exhibit weak genre conditioning due to their 

generalized training objectives. This often results in nar-

ratives that diverge from intended genre-specific expec-

tations, leading to diminished reader immersion and 

trust in generative systems.To bridge this gap, we intro-

duce a supervised framework that adapts LLMs for 

genre-conditioned storytelling. The pipeline incorpo-

rates genre tags during training and reformats input into 

instruction-based prompts, aligning with fine-tuning 

strategies that emphasize narrative intent.

Additionally, to quantify genre adherence objectively, 

we develop an independent evaluation mechanism using 

a genre classification model trained on transformer ar-

chitecture. This dual-model setup not only validates nar-

rative alignment but also facilitates systematic bench-

marking of genre fidelity.

The proposed system advances controllable language 

generation by fine-tuning LLMs into genre-aware story-

tellers. This enables genre-constrained creativity, per-

sonalized education, and consistent AI-driven narra-

tives.

Fig.  2 .  Fine-Tuning of  LLM to Enhance Generat ion

Fig.  6 .  Visual  Comparison of  Generated Response 1

Fig.  7 .Visual  Comparison of  Generated Response 2

Implementation —
�Children’s E-book Generators

�  Educational Storytelling Platforms

�  Language Learning Platforms for Children 

�  Automated Story Compilation for Publishing

demonstrate the superior performance of the 

fine-tuned model. Moreover, human evaluation of the 

generated responses further confirms the fine-tuned 

model’s enhanced relevance, coherence, and overall 

quality.

Fig.  5 .  Stat is t ical  Comparison of  the Models’ Performance

Result —
By evaluating the responses of both models using 

the classifier, two distinct confusion matrices were 

generated. The derived statistical metrics clearly 


